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ABSTRACT

In humans or machines, haptics refers to the use of hands for manual sensing and manipulation. Recently, haptic
machines that enable the user to touch, feel, and manipulate virtual environments have generated considerable
excitement. Synthesizing virtual haptic objects requires an optimal balance between the human haptic ability to
sense object properties, computational complexity to render them in real time, and fidelity of the device in
delivering the computed mechanical signals. In this paper, we primarily describe the progress made in our “MIT
Touch Lab” over the past few years concerning the development of haptic machines, the paradigms and
algorithms used in the emerging field of "Computer Haptics” (analogous to Computer Graphics), and
experimental results on human perception and performance in multimodal virtual environments. Several
ongoing applications such as the development of a surgical simulator and virtual environments shared by
multiple users are also described.

INTRODUCTION

Virtual environments are computer-generated synthetic environments with which a human user can interact to
perform a wide variety of perceptual and motor tasks. A typical VE system consists of a helmet that can project
computer-generated visual images and sounds appropriate to the gaze direction, and special gloves with which
one can command a computer through hand gestures. The possibility that by donning such devices, one could be
transported to and immersed in virtual worlds built solely through software is both fascinating and powerful.
Applications of this technology include a wide variety of human activities such as training, education,
entertainment, health care, scientific visualization, telecommunication, design, manufacturing and marketing.

Virtual environment systems that engage only the visual and auditory senses of the user are limited in their
capability to interact with the user. As in our interactions with the real world, it is desirable to engage the haptic
sensorimotor system that not only conveys the sense of touch and feel of objects, but also allows us to
manipulate them. Computer keyboards, mice, trackballs, and even instrumented gloves available in the market
constitute relatively simple haptic interfaces that convey the user’s commands to the computer, but are unable to
give a natural sense of touch and feel to the user. To realize the full promise of virtual environments, integration
of force-reflecting haptic interfaces is critical.

Recent advances in the development of haptic interface hardware as well as haptic rendering software have
caused considerable excitement. The underlying technology is becoming mature and has opened up novel and
interesting research areas. In this paper, we primarily describe the progress made in our “MIT Touch Lab” over
the past few years concerning multimodal VEs. In the next section, the electromechanical devices used as haptic
interfaces and the system architecture for generating multimodal VEs are briefly summarized. Next, the
paradigms and algorithms used in the emerging field of Computer Haptics are described. Subsequently,
experimental results on human perception and performance in multimodal virtual environments are summarized.
Finally, several ongoing applications such as the development of a surgical simulator and virtual environments
shared by multiple users are described.



ELECTROMECHANICAL HARDWARE AND SYSTEM ARCHITECTURE

Over the past few years, we have developed device hardware, interaction software and psychophysical
experiments pertaining to haptic interactions with virtual environments (recent reviews on haptic interfaces can
be found in [1] and [2]). Two specialized devices for performing psychophysical experiments, the linear and
planar graspers, have been developed. The linear grasper is capable of simulating fundamental mechanical
properties of objects such as compliance, viscosity and mass during haptic interactions. Virtual walls and
corners were simulated using the planar grasper, in addition to the simulation of two springs within its
workspace. The PHANTOM, another haptic display device developed at the MIT Artificial Inteiligence
Laboratory [3], has been used to prototype a wide range of force-based haptic display primitives. A variety of
haptic rendering algorithms for displaying the shape, compliance, texture, and friction of solid surfaces have
been implemented on the PHANToM {2, 4]. All the three devices have been used to perform psychophysical
experiments aimed at characterizing the sensorimotor abilities of the human user and the effectiveness of
computationally efficient rendering algorithms in conveying the desired object properties to the human user.

In order to develop effective software architectures for multimodal VEs, we have experimented with multi-
threading (on Windows NT platform) and multi-processing (on UNIX platform) techniques and have
successfully separated the visual and haptic servo loops. Our experience is that both techniques enable the
system to update graphics process at almost constant rates, while running the haptic process in the background.
We are able to achieve good visual rendering rates (30 to 60 Hz), high haptic rendering rates (more than 1 kHz),
and stable haptic interactions. Although creating a separate process for each modality requires more
programming effort, it enables the user to display the graphics and/or haptics on any desired machine(s), even
those in different locations, as long as the physical communication between them is provided through a cable.
Programming with threads takes less effort, but they are not as flexible as processes.

We have also developed a graphical interface that enables a user to construct virtual environments by means of
user-defined text file, toggle stereo visualization, save the virtual environment and quit from the application.
This application program was written in C/C++ and utilizes the libraries of (1) Open Inventor (from Silicon
Graphics Inc.) for graphical display of virtual objects, (2) ViewKit (from Silicon Graphics Inc.) for constructing
the graphical user interface (e.g. menu items, dialog boxes, etc.), and (3) Parallel Virtual Machine (PVM), a
well-known public domain package, for establishing the digital communication between the haptic and visual
processes. The user can load objects into the scene, and assign simple visual and haptic properties to the objects
using this text file. Following the construction of the scene using the text file, the user can interactively translate,
rotate, and scale objects, and the interface will automatically update both the visual and haptic models.

COMPUTER HAPTICS

Computer Haptics (analogous to computer graphics), is a rapidly emerging area of research that is concerned
with the techniques and processes associated with generating and displaying the touch and feel of virtual objects
to a human operator through a force reflecting device. A major component of the haptic display methods
developed in our laboratory is a set of rule-based algorithms for detecting collisions between the generic probe
(end-effector) of a force-reflecting robotic device and objects in VEs. We use a hierarchical database, multi-
threading techniques, and efficient search procedures to reduce the computational time and make the
computations almost independent of the number of polygons of the polyhedron representing the object. Our
haptic texturing techniques enable us to map surface properties onto the surface of polyhedral objects.

Two types of haptic rendering techniques have been developed: point-based and ray-based. In point-based haptic
interactions, only the end point of haptic device, also known as the end effector point or haptic interface point
(HIP), interacts with objects [5, 6]. Since the virtual surfaces have finite stiffnesses, the end point of the haptic
device penetrates into the object after collision. Each time the user moves the generic probe of the haptic device,
the collision detection algorithms check to see if the end point is inside the virtual object. In ray-based haptic
interactions, the generic probe of the haptic device is modelled as a finite ray whose orientation is taken into
account, and the collisions are checked between the ray and the objects [7]. Both techniques have advantages
and disadvantages. For example, it is computationally less expensive to render 3D objects using point-based
technique. Hence, we achieve higher haptic servo rates. On the other hand, the ray-based haptic interaction
technique handles side collisions and can provide additional haptic cues for conveying to the user the shape of
objects.



Once the software and hardware components were put together for integrating multiple modalities, we focussed
on developing techniques for generating multimodal stimuli. Our interest in generating multimodal stimuli is
two-fold: (a) we would like to develop new haptic rendering techniques to display shape, texture, and
compliance characteristics of virtual objects, and (b) utilize these techniques in our experiments on human
perception and performance to study multimodal interactions. Qur progress in this area is summarized under
three headings: shape, texture, and compliance.

Shape

When smooth and continuous object shapes are approximated by polyhedra for haptic rendering, the user does
not perceive the intended shape. Instead, the discrete edges between polygons as well as the planar faces of the
polygons are felt. To minimize such undesirable effects, we have proposed force shading [8]. In this method,
which falls within the general class of force mapping techniques, the force vector is interpolated over the
polygonal surfaces such that its direction varies continuously. Consequently, the surfaces of virtual objects feel
smoother than their original polyhedral representations. This technique is analogous to Phong shading in
computer graphics.

Texture

Since a wide variety of physical and chemical properties give rise to real-world textures, a variety of techniques
are needed to simulate them visually and haptically in VEs. Haptic texturing is a method of simulating surface
properties of objects in virtual environments in order to provide the user with the feel of macro and micro
surface textures. We have developed two basic approaches: force perturbation, where the direction of the
displayed force vector is perturbed, and displacement mapping, where the microgeometry of the surface is
perturbed [7]. Using these methods, we have successfully displayed textures based on Fourier series, filtered
white noise, and fractals. But the display of haptic textures using the force perturbation technique was effective
only in a certain range (0.5 mm to 5.0 mm in height). To extend the range of haptic textures that can be
displayed, we have modified the algorithm to include the calculation of the location of the point closest to the
object surface prior to collision detection. Using this additional information, we are now able to render macro
textures (> 5.0 mm height) as well. We have also experimented with 2D reaction-diffusion texture models used
in computer graphics and successfully implemented them for haptics to generate new types of haptic textures.
The reaction-diffusion model consists of a set of differential equations that can be integrated in time to generate
texture fields. Moreover, we have developed techniques to extend our work on 2D reaction-diffusion textures to
three dimensional space. We have also studied some of the image and signal processing techniques frequently
used in computer graphics to convolve 2D images of spots (i.e. simple 2D geometric primitives such as circles,
squares, and triangles) with noise functions in order to generate a new class of haptic textures.

In summary, the following texture rendering techniques have been developed: a) force perturbation, b)
displacement mapping. Using these rendering techniques, we can display the following types of synthetic haptic
textures: a) periodic and aperiodic haptic textures based on Fourier series approach, b) noise textures (based on
the filtered white noise function), ¢) fractal textures, d) reaction-diffusion textures (a set of differential equations
are solved in advance to generate a texture field that can be mapped onto the 3D surface of the object), and ¢)
spot-noise textures (the noise function is convolved with 2D images of spots to generate distorted spots that can
be displayed haptically). In addition, we have developed image-based haptic textures (the grey scale values of
an image are used to generate texture fields that can be mapped onto the surface of 3D objects) as well as
methods to display static and dynamic friction.

Compliance

We have developed procedures for simulating compliant objects in virtual environments. The developed
algorithms deal directly with geometry of 3D surfaces and their compliance characteristics, as well as the display
of appropriate reaction forces, to convey to the user a feeling of touch and force sensations for soft objects. The
compliant rendering technique has two components: (1) the deformation model to display the surface
deformation profile graphically; and (2) the force model to display the interaction forces via the haptic interface.
The deformation model estimates the direction and the amount of deformation (displacement vector) of each
node (i.e. a vertex) of the surface when it is manipulated with the generic probe of the haptic interface device.
We utilize a polynomial model or a spline-based model to compute the displacement vector of each node and to



visually display deformations. In the force model, a network of springs is utilized to compute the direction and
magnitude of the force vector at the node that is closest to the contact point. The techniques described here
enable the user to interactively deform compliant surfaces in real-time and feel the reaction forces.

Using the user interface and haptic rendering techniques described in the previous sections, we have designed
experiments to investigate human performance involving multimodal interactions in virtual environments. The
user interface has enabled several experimenters to rapidly load virtual objects into desired experimental
scenarios, interactively manipulate (translate, rotate, scale) them, and attach sophisticated material and visual
properties to the virtual objects.

EXPERIMENTS ON HUMAN PERCEPTION AND PERFORMANCE

Concurrent with the technology development that enables one to realize a wider variety of haptic interfaces, it is
necessary to characterize, understand, and model the basic psychophysical behavior of the human haptic system.
Without appropriate knowledge in this area, it is impossible to determine specifications for the design of
effective haptic interfaces. In addition, because multimodal sensorimotor involvement constitutes a key feature
of VE systems, it is obviously important to understand multimodal interactions. Furthermore, because the
availability of force feedback in multimodal VE interfaces is relatively new, knowledge about interactions
involving force feedback is relatively limited. In general, research in this area not only provides important
background for VE design, but the availability of multimodal interfaces with force feedback provides a unique
opportunity to study multimodal sensorimotor interactions.

Purely Haptic Interactions

Using the Linear Grasper, a haptic interface device, psychophysical experiments have been carried out to
measure human haptic resolution in discriminating fundamental physical properties of objects through active
touch. The subjects utilized their thumb and index fingers to grasp and squeeze two plates of the Linear Grasper,
which was programmed to simulate various values of the stiffness, viscosity, or mass of virtual objects. During
the experiments, haptic motor performance data in terms of applied forces, velocities, and accelerations were
simultaneously recorded.

The Just Noticeable Difference (JND), a commonly accepted measure of human sensory resolution, was found to
be about 7% for stiffness, 12% for viscosity, and 20% for mass. The motor data indicated that subjects used the
same motor strategy when discriminating any of these material properties. Further analysis of the results has led
to the postulation of a single sensorimotor strategy capable of explaining both the sensory resolution results and
motor performance data obtained in the experiments. This hypothesis, called the “Temporal force control -
spatial force discrimination (TFC-SFD) hypothesis,” states that subjects apply the same temporal profile of
forces to all stimuli and discriminate physical object properties on the basis of differences in the resulting spatial
profiles of these forces. A special case of this hypothesis is that when humans discriminate stiffness, viscosity or
mass, they do so by discriminating the mechanical work needed for actually deforming the objects. Implications
of these results to the design of virtual environments include specifications on how accurately the dynamics of
virtual objects need to be simulated and what parameter values will ensure discriminable objects.

To explore the possibility that multisensory information may be useful in expanding the range and quality of
haptic experience in virtual environments, experiments have been conducted to assess the influence of auditory
and visual information on the perception of object stiffness through a haptic interface, as described in the next
two sections.

Haptic-Auditory Interactions

We have previously shown that when virtual objects are tapped through a haptic interface, contact sounds can
influence the perception of object stiffness [9]. In another series of experiments, we investigated the effect of the
timing of a contact sound on the perception of stiffness of a virtual surface. The PHANToM was used to display
virtual haptic surfaces with constant stiffness. Subjects heard a contact sound lasting 130 ms through
headphones every time they touched a surface. Based on our earlier work on stiffness discrimination, we
initially hypothesized that presenting a contact sound prior to actual impact creates the perception of a less stiff
surface, whereas presenting a contact sound after actual impact creates the perception of a stiffer surface.



However, the findings indicate that both pre-contact and post-contact sounds result in the perceptual illusion that
the surface is less stiff than when the sound is presented at contact.

Haptic-Visual Interactions

Previously we have shown how the perception of haptic stiffness is strongly influenced by the visual display of
object deformation [10]. An important implication of these results for multimodal VEs is that by skewing the
relationship between the haptic and visual displays, the range of object properties that can be effectively
conveyed to the user can be significantly enhanced. For example, although the range of object stiffness that can
be displayed by a haptic interface is limited by the force-bandwidth of the interface, the range perceived by the
subject can be effectively increased by reducing the visual deformation of the object.

In continuing this line of investigation on how vision affects haptic perception, we have conducted two new sets
of experiments to test the effect of perspective on the perception of geometric and material properties of 3D
objects [11]. Virtual slots of varying length and buttons of varying stiffness were displayed to the subjects, who
then were asked to discriminate their size and stiffness respectively using visual and/or haptic cues. The results
of the size experiments show that under vision alone, farther objects are perceived to be smaller due to
perspective cues and the addition of haptic feedback reduces this visual bias. Similarly, the results of the stiffness
experiments show that compliant objects that are farther are perceived to be softer when there is only haptic
feedback and the addition of visual feedback reduces this haptic bias. Hence, we conclude that our visual and
haptic systems compensate for each other such that the sensory information that comes from visual and haptic
channels is fused in an optimal manner. In particular, the result that the farther objects are perceived to be softer
when only haptic cues are present is interesting and suggests a new concept of Aaptic perspective. To ensure that
this result was not an artifact of the robot arm (i.e. position and force errors due to the kinematics of the haptic
device) or our experimental design, we performed three different tests, but the result did not change.

Haptics Across the World Wide Web

In order to make haptics and our research studies accessible and transferable to the others, we opted to integrate
haptics into the Web. A demonstration version of the visual-haptic experiment as described above using the
PHANTOM haptic interface was developed to be used across the World Wide Web. The program was written in
Java, using multi-threading to create separate visual and haptic control loops, thereby increasing the speed of the
haptics loop to keep the program stable despite its graphics overhead. The application program was placed on
the Laboratory of Human and Machine Haptics web page (http://touchlab.mit.edu), to be executed by any remote
user with a PHANToM and a Windows NT computer running Netscape for WWW access. Remote users could
download a dynamic link library and some Java classes from the web page to their computer, and then run the
program in their web browser. Users were asked to discriminate the stiffness of sets of two springs, displayed
visually on the screen and haptically with the PHANTOoM, and to send in their responses via an e-mail window in
the web page. Thus, we now have the ability to perform perceptual experiments with multimodal VEs across the
internet.

APPLICATIONS

We describe below two examples of how multimodal virtual environment systems are being used in our
laboratory to explore novel application areas.

Simulation of Minimally Invasive Surgical Procedures

Research in the area of computer assisted surgery and surgical simulation has mainly focused on developing 3D
geometrical models of the human body from 2D medical images, visualization of internal structures for
educational and preoperative surgical planning purposes, and graphical display of soft tissue behavior in real
time. Conveying to the surgeon the touch and force sensations with the use of haptic interfaces has not been
investigated in detail. We have developed a set of haptic rendering algorithms for simulating "surgical
instrument - soft tissue" interactions. Although the focus of the study is the development of algorithms for
simulation of laparoscopic procedures, the developed techniques are also useful in simulating other medical
procedures involving touch and feel of soft tissues. The proposed force-reflecting soft tissue models are in
various fidelities and have been developed to simulate the behavior of elastically deformable objects 'm virtual



environments. The developed algorithms deal directly with geometry of anatomical organs, surface and
compliance characteristics of tissues, and the estimation of appropriate reaction forces to convey to the user a
feeling of touch and force sensations [12].

The hardware components of the set-up include a personal computer (300 MHz, dual Pentium processor) with a
high-end 3D graphics accelerator, a force-feedback device (PHANToM from SensAble Technologies Inc.) to
simulate haptic sensations. During the simulations, the user manipulates the generic stylus of the force-feedback
device to simulate the movements of a surgical instrument and to feel its interactions with the computer
generated anatomical organs. The associated deformations of the organs are displayed on the computer monitor
and reaction forces are fed back to the user through the haptic interface. The software was written in C/C++,
using multi-threading techniques to create separate visual and haptic control loops, thereby increasing the haptics
servo rate (varies from 500 Hz to 2 kHz) while simultaneously satisfying the requirements of graphics update
rate of at least 30 Hz. Recently, we have made progress in two areas:

(1) Development of “thin-walled”” models to simulate tissue deformations and to compute reaction forces: In the
language of mechanics, the “thin-walled” structures are broadly classified into membranes, structures with
essentially no bending stiffness compared to the in-plane stiffness, and shells, structures in which bending
behavior is also important. We have used such structures as organ models to simplify the mechanistic
computations while at the same time retaining some of the physics of tool-tissue interactions. In our
implementation, triangular elements are used to represent the organ geometry and the virtual work principle is
used to derive the incremental equations of motion [13]. The initial results suggest that “thin-walled” models can
predict nonlinear behavior of tissues.

(2) Development of algorithms to simulate tissue cutting and bleeding: We have developed computationally fast
algorithms to display (1) tissue cutting and (2) bleeding in virtual environments with applications to laparoscopic
surgery. Cutting through soft tissue generates an infinitesimally thin slit until the sides of the surface are
separated from each other. Simulation of an incision through tissue surface is modelled in three steps: first, the
collisions between the instrument and the tissue surface are detected as the simulated cutting tool passes through.
Then, the vertices along the cutting path are duplicated. Finally, a simple elastic tissue model is used to separate
the vertices from each other to reveal the cut. Accurate simulation of bleeding is a challenging problem because
of the complexities of the circulatory system and the physics of viscous fluid flow. There are several fluid flow
models described in the literature, but most of them are computationally slow and do not specifically address the
problem of blood flowing over soft tissues. We have reviewed the existing models, and have adapted them to our
specific task. The key characteristics of our blood flow model are a visually realistic display and real-time
computational performance. To display bleeding in virtual environments, we developed a surface flow algorithm.
This method is based on a simplified form of the Navier-Stokes equations governing viscous fluid flow. The
simplification of these partial differential equations results in a wave equation that can be solved efficiently, in
real-time, with finite difference techniques. The solution describes the flow of blood over the polyhedral surfaces
representing the anatomical structures and is displayed as a continuous polyhedral surface drawn over the
anatomy [14].

The Role of Haptics in Shared Virtual Environments

We have conducted a set of human experiments to investigate the role of haptics in shared virtual environments
(SVEs). Our efforts were aimed at exploring (1) whether haptic communication through force feedback can
facilitate a sense of togetherness between two people at different locations while interacting with each other in
SVEs. If so, (2) what types of haptic communication/negotiation strategies they follow, and (3) if gender,
personality, or emotional experiences of users can affect the haptic communication in SVEs. The experiment
concerns a scenario where two people, at remote sites, co-operate to perform a joint task in a SVE. The
experiments are abstractions from real situations in order to create a more controlled environment suitable for
explanatory studies in the laboratory. During the experiment, subjects were not allowed to meet their remote
partner, and did not know where their partner was located. The participants were in different rooms but saw the
same visual scene on their monitor and felt the objects in the scene via a force feedback device, the PHANToM.

The goal of the task was to move a ring with the help of another person without touching a wire. A ring, a wire,
and two cursors attached to the ring were displayed to the subjects. Haptic interactions between cursors as well
as between cursor and the ring were modelled using a spring-damper system and a point-based haptic rendering
technique [15]. Subjects were asked to move the ring back and forth on the wire many times, in collaboration



with each other such that contact between the wire and the ring was minimized or avoided. If the ring touched
the wire, the colors of the ring and the surrounding walls were changed to red to warn the subject of an error.
They were changed back to their original colors when the subjects corrected the position of the ring. To hold the
ring, both subjects needed to press on the ring towards each other above a threshold force. If they did not press
on the ring at the same time, the ring did not move and its color was changed to gray to warn them. To move the
ring along the wire, they each needed to apply an additional lateral force.

Two sensory conditions have been explored to investigate the effect of haptic communication on the sense of
togetherness: (1) both visual and haptic feedback provided to the participants; (2) only visual feedback was
provided to the participants. Performance and subjective measures were developed to quantify the role of haptic
feedback in SVEs. Performance measure was derived from the following measurements: (1) total amount time
takes to complete task, (2) the ratio of erroneous-time to total time. Several subjective questions were asked,
through a questionnaire, in four categories including their (1) performance, (2) their sense of ‘being together’,
(3) emotional reactions, and (4) personality profile. Each of the questions in categories 1,2, and 3 were rated on
a 1-7 scale. Subjective measures were correlated with the performance measures to deduce conclusions on the
effect of haptic feedback to the task performance and the sense of being with someone in SVEs . The results
suggest that haptic feedback significantly improves the performance and contributes to the feeling of “sense of
togetherness™ in SVEs.
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